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ABSTRACT: Taking a test online rather than on paper is
becoming increasingly common. However, there has been little
research directly addressing the testing mode (taking a test on
paper or online) in chemistry courses, particularly when
students take multiple practice tests before an exam. Two
studies were conducted to investigate student performance on
two proctored general chemistry practice tests as a function of
the testing mode. Data were collected in 2013 (Study 1) and
again in 2015 (Study 2). The participants were 422
undergraduate students (Study 1 N = 207 and Study 2 N = 215) from a first-semester general chemistry course at a
midwestern university. In each study students took two practice tests. Each test included 17 algorithmic, 5 conceptual, and 2
definition questions and was administered on computer or paper. The mode combination of Test 1−Test 2 identified the four
conditions: Computer−Computer, Computer−Paper, Paper−Computer, and Paper−Paper. The results show minor differences
between online and paper modes. In particular, no significant difference was found between Computer−Paper and Paper−Paper
conditions. This pattern suggests that online testing is a promising alternative to the traditional paper-and-pencil mode most
often used in chemistry.
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■ INTRODUCTION

Recently it has become more common to assess students’
learning in online settings. For the past several years, the
American Chemical Society Examinations Institute (ACS-EI)
has been working to design online modes for its tests. In
addition to norm-referenced exams, ACS-EI offers several
student practice tests online such as full-year general chemistry,
full-year organic chemistry, analytical chemistry, and first-term
general chemistry. With such an increase in computer-based
assessment this study was undertaken to examine the
equivalency of paper-based and computer-based general
chemistry practice tests by measuring and comparing perform-
ance of students who take the same practice test in one of two
modes. The results of this study may provide specific insights
into how to deliver general chemistry practice tests so student
learning from them is maximized. Instructors who are
considering or already using an online platform to test their
students may find the comparative data obtained here of
interest.

Online Mode in Chemistry

As technology becomes more affordable and powerful,
computer-based activities in chemistry classroom settings
provide powerful means for fostering student learning1,2 and
enhancing the quality of assessment.3 While teaching chemistry
has traditionally been done in face-to-face classroom settings

using hands-on lab experience and paper-and-pencil methods
for assessing student learning, recent research shows alternative
and reasonably effective strategies to teach chemistry and
deepen student understanding by using technology. For
example, computer-based animations and simulations can
help students learn abstract concepts.4,5

The opportunities to assess student learning have also
changed with the development of new tools that offer unique
advantages over traditional, paper-based tests.6 Notably, the
growing body of research regarding testing mode, which
typically involves comparing student test performance on a
paper-based test to test performance on the same test delivered
online, has often shown mixed findings. In addition to the
mixed results, these studies have three important limitations.
First, the effect of the testing mode has not been explored with
multiple tests. Is there a testing mode order effect? Even though
students routinely take multiple tests to illustrate their learning
in a class, little empirical data has been gathered regarding
whether taking one test on paper and the next test online is as
effective as taking both tests only via paper or online.
Investigating the testing mode order would help to construct
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a more complete picture about technology-infused student
learning. Such information is essential to instructors who teach
blended classes or have opportunities to assess their students
using either paper-based or computer-based testing modes. In
addition, chemistry instructors would benefit from knowing in
which mode to deliver practice tests and exams in order to
maximize student performance.
Second, testing mode has not been explored in detail in the

context of general chemistry. Efforts to evaluate the
comparability of a paper-based and computer-based modes
have been demonstrated with material from disciplines like
anatomy,7,8 biology,9,10 English,11,12 mathematics,10,13 and
reading,14 but these studies produced mixed results. While
some studies report no significant differences between
computer-based and paper-based tests,7,8,15−18 other studies
report that two modes do not produce equivalent test
performance19 and differences generally favor the paper
mode.11,13,20 Because many undergraduate students take
general chemistry courses to fulfill their degree requirements,
it would be worthwhile to examine whether the effect of the
testing mode is present in a general chemistry setting. Lastly,
Cumming21 suggests that “a single study is rarely, if ever,
definitive; additional related evidence is required” to increase
precision and robustness of the original work. To our
knowledge, a direct replication of testing mode study has
never been tested. Therefore, two years after the initial study,
we replicated it with new students to ensure reliability of the
results.

■ PURPOSE OF THE STUDY

The goals of this study were to examine whether (a) the testing
mode and the testing mode order are related to student
performance on assessments in a general chemistry practice
exam setting and (b) the results of the initial study can be
replicated with new students. To investigate the testing mode
and its order, general chemistry students took two proctored
practice tests in one of four conditions that were defined by the
testing mode of the initial practice test and the second practice
test. The conditions were the following: Computer−Computer,
Computer−Paper, Paper−Computer, and Paper−Paper.
Course-relevant material included items classified as algorith-
mic, conceptual, and definition questions, question types that
are common in general chemistry.22−27 Different question types
allowed us to examine the testing mode not only at the broad

level, but also at the level of individual items, based on their
type. Using the settings that are common to undergraduate
general chemistry tests, all sessions were timed, proctored, and
conducted in classrooms. To examine whether the testing mode
results can be replicated, the experiment was repeated after a
two year delay with new students using the same design,
material, and classroom setting. Thus, the data were collected
twice: in 2013 (i.e., Study 1) and 2015 (i.e., Study 2) fall
semesters. The research questions of Study 1 and Study 2 were
the following:

(1) Is there a difference in test performance for students
across the four testing mode conditions?

(2) Is there a difference in test performance for algorithmic
and conceptual questions based on the mode of tests?

■ STUDY 1

Methods

Participants. A total of 221 students were recruited from a
first-semester general chemistry at a large midwestern
university. However, data from three students were excluded
for the following reasons: One student left in the middle of the
session, and two students experienced some issues with their
laptops that prevented their data from being fully recorded,
resulting in 218 students as the original sample size. Results
from 11 more students were removed because they had
answered some component set of the test items, such as
algorithmic or conceptual questions, correctly in their first
practice. Such a score on the first test precludes a student
demonstrating any gain from repeated practice for that type of
question. Thus, the final sample size contained 207 students
(male = 37.2%, female = 61.4%, no response = 1.4%; mean age
= 19). The course from which students were recruited lasted 15
weeks and included four sessions a week: three 50 min lectures
and one 50 min recitation that was led by a senior
undergraduate or graduate student. Notably, in addition to
receiving the opportunity to practice before final course
examination, all students were given complementary access to
the online ACS general chemistry practice test for participating
in the project. The study was approved by the Institutional
Review Board (IRB), and the consent form was obtained from
all participants at the beginning of the session (see Procedure
section).

Figure 1. Listing of 17 algorithmic (white), 5 conceptual (green), and 2 definition (yellow) topics by 6 chapters. Each chapter contains 4 topics, and
each topic includes 1 question pair that is composed of 2 questions similar in content and level of difficulty.

Journal of Chemical Education Article

DOI: 10.1021/acs.jchemed.7b00274
J. Chem. Educ. 2017, 94, 1822−1830

1823

http://dx.doi.org/10.1021/acs.jchemed.7b00274


Materials and Design. Because the final exam of this
course was either the 2012 (in Study 1) or 2015 (in Study 2)
ACS first-semester general chemistry exam, the practice test
items were constructed using items that had items constructs
and content coverage commensurate with an ACS Exam. The
items were not taken f rom any released ACS Exam. To compose
the test items, we used six areas that are typically taught at the
first-semester general chemistry university level. For conven-
ience, these areas will be referred to as “chapters” in the
subsequent descriptions of the project. As depicted in Figure 1,
each chapter contained four topics. For example, the four topics
of Chapter 1 on matter were quantum numbers, periodicity,
atomic structure, and isotopes. For each topic, two closely
related multiple-choice questions were composed, resulting in
four question pairs for each chapter or 24 question pairs in total
(see Figure 1 where each cell represents a question pair).
Because students took two practice tests, one question of

each pair was displayed on Test 1 and another question on Test
2. Thus, each practice test contained 24 questions, and each test
displayed different questions on the same set of topics. An
example of a complete 24-item test is included with the
Supporting Information. We illustrate an example of a “related
pair” of multiple-choice items in Boxes 1 and 2, where the pair
of questions was composed to test knowledge of lone pairs
versus bonding pairs of electrons (i.e., Chapter 3, Topic 3):

Because students took two tests, the material on the tests was
counterbalanced, a technique that is often used with repeated
measures design.28 First, we counterbalanced the question
format so all questions within each topic appeared equally often
in multiple-choice (MC) and open-ended format (OE). To
accomplish this, all OE items (algorithmic, conceptual, and
definition) were composed by removing the answer options
from MC items. As a result, half of the questions were displayed
to students in MC format and half in OE format. Second, for
each topic, we counterbalanced the question format order (i.e.,
seeing Question A and Question B in only MC format versus
seeing Question A in MC and Question B in OE format),
which resulted in four Test 1−Test 2 combinations (MC−MC,
MC−OE, OE−MC, and OE−OE). These format combinations
were then rotated through the four topics of each chapter,
creating four test versions. For example, version 1 test
represented Topic 1 of all chapters in Test 1−Test 2
combination 1 (Question A MC, Question B MC), Topic 2
in combination 2 (Question A MC, Question B OE), Topic 3
in combination 3 (Question A OE, Question B MC), and
Topic 4 in combination 4 (Question A OE, Question B OE).
Lastly, in order to randomize possible item order effects, we
manipulated the order of Question A and Question B by
reversing the test order of each test version. For example,
version 5 test became the reversed version 1 test (i.e., Topic 1:
Question B MC, Question A MC; Topic 2: Question B OE,
Question A MC; Topic 3: Question B MC, Question A OE;
and Topic 4: Question B OE, Question A OE). This step
doubles the number of test versions, resulting in eight possible
tests that were administered to participants. Figure 2 illustrates
all steps of counterbalancing and eight possible combinations
for question pairs which were used to generate eight equally
balanced test versions. Each student took the tests in only one
version.
Differences based on item construct (OE versus MC) were

observed and were consistent with prior work that generally
finds that open-ended items are more difficult. A detailed
description of how the material was counterbalanced and
discussion of the item construct findings are presented in
another publication.29 Because this component of the study is
largely a replication of earlier work, a graphical summary of the
item construct results is included only in Supporting
Information.
Lastly, all questions were classified by five experts into three

categories: algorithmic, conceptual, and definition. Figure 1
shows the distribution of the six chapters and their topics,

Box 1. Question A

When the correct Lewis structure is drawn for acetylide ion,
C2

2−, what is the total number of electron lone pairs present?
A. 0
B. 1
C. 2
D. 3

Box 2. Question B

When the correct Lewis structure is drawn for acetylide ion,
C2

2−, what is the total number of bonding electron pairs
present?
A. 0
B. 1
C. 2
D. 3

Figure 2. Example of counterbalancing process for one of the topics of Chapter 1 and eight combinations for its question pair. Combinations 5−8
represent the same question pair and the question format, only in the reverse order of combinations 1−4.
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indicating 17 algorithmic, 5 conceptual, and 2 definition
question pairs. The material was presented on either paper or
computer, and students were given a particular form depending
on the counterbalanced condition to which they were assigned.
All students were assigned to one of four conditions (see
Procedure section for more information) that were identified
by the testing mode of Test 1 and Test 2: Computer−
Computer (N = 22%), Computer−Paper (N = 21%), Paper−
Computer (N = 33%), and Paper−Paper (N = 24%) (see Table
1). While some students experienced only one testing mode

(i.e., Computer−Computer and Paper−Paper), other students
took two tests in different modes (i.e., Computer−Paper and
Paper−Computer). This design allowed for examining not only
the differences in test performance by the testing mode, but the
effect of testing mode order as well.
Procedure. Students in the general chemistry class were

invited to participate in this study, after the class had covered
most of the content. The value of participation was described
only in terms of preparation for the final exam. No course
points were offered for participation. Students who were
interested in participating received a link that contained a
scheduling interface that listed multiple options of when they
could take the practice tests and served as a registration process.
The days and times for each condition were determined prior
to student recruitment but not disclosed to students. Thus,
students signed up for conditions on the basis of their time
preference rather than the testing mode preference. After
registration was closed, all students received an e-mail that
notified them of the location of the study, included a copy of
the consent form, and listed items that they needed to bring
with them to the session. All students were asked to bring a
basic calculator, scratch paper, and a pencil. In addition to these
items, students in the conditions that included at least one
online practice test were instructed to bring a laptop. To
replicate the setting where testing commonly occurs, all
sessions were conducted in classrooms and were proctored
by the main researcher.
All practice tests were designed to mimic timed tests that the

students would take as their final exam in the course. Before the
session started, the researcher distributed a copy of the periodic
table and a general chemistry data sheet that contained some
general chemistry formulas, because these materials were
permitted during the class’s final examination. After signing
the consent form, students received instructions according to
their condition. For example, for the paper-based test, students

were informed when to open the test and at which page to stop
whereas for the online-based test, students received instructions
regarding how to log on. All online tests were delivered via
Qualtrics software and were protected by a password. The
password was given to students before Test 1 and could be
used only during the session time, which did not permit
students to share their password with other students nor retake
the test after the session. The timeline of the student experience
of each session is shown in Figure 3.
After receiving the printed package or activating Test 1,

students were given 35 min to complete Test 1. The proctor
announced when there were 10 min remaining. After Test 1,
students received feedback in the form of correct answers, and
feedback was given in the same testing mode as Test 1. If a
student took Test 1 online, then the correct answers along with
the student’s submitted answers appeared on the screen. If the
student took Test 1 on paper, then he or she needed to flip to
the feedback page to see the list of the correct answers and flip
the pages of the test back and forth to compare the answers.
Students were allowed to review their test performance for
several minutes and were instructed to begin the next test only
after the proctor confirmed that all students in the session had
finished their review. After Test 1, all students repeated half of
Test 1 (i.e., 12 questions; time = 10 min) and again were
provided with feedback. This step in the design was included to
assess memory factors that were reported on elsewhere.29 Next,
all students participated in a 20 min distractor task that
involved answering five, non-chemistry-related trivia questions.
This task allowed students to take a short break and also served
as a check on the impact of short-term recall of answers to Test
1. Following the distractor task, students took Test 2 and, after
completing it, were given the feedback as in Test 1. Finally,
students completed a short demographics survey after which
the researcher collected students’ scratch paper and paper-
based test or verified the online submission, gave access to the
ACS online practice test, and thanked and dismissed the
students. All sessions took place 1−15 days before the course’s
comprehensive exam, were conducted in groups of 3−33
students, and lasted approximately 1.5−2 h.

Scoring. Using a rubric, each question was scored as 1 (i.e.,
correct) or 0 (i.e., incorrect) by the principal investigator and
several chemistry graduate students and postdoctoral associates.
Next, using the proportion of correctly answered questions of
Test 1 and Test 2, individual normalized gains30 were
calculated for overall performance on the practice exams. In
addition, individual normalized gains were determined for the
subsets of items characterized as algorithmic and conceptual.
Definition questions were excluded from the subset calculation
because with only two such questions many students answered
both correctly on the first practice test and could not
demonstrate gains in this category as a result.

Results

To test if the assumptions of ANOVA have been met, several
tests were performed. Levene’s test for homogeneity of variance
between conditions showed a nonsignificant result (i.e., p-value
= 0.95), and gains appeared to show a reasonably normal
distribution in the histogram and Normal Q−Q Plot. Because

Table 1. Original and Final Sample Size Distribution among
Four Conditions of Study 1

Sample Size, N (%)

Condition Original Final

Computer−Computer 48 (22.0) 47 (22.7)
Computer−Paper 45 (20.6) 41 (19.8)
Paper−Computer 73 (33.5) 68 (32.9)
Paper−Paper 52 (23.9) 51 (24.6)
Total 218 (100) 207 (100)

Figure 3. Timeline of the student experience during the study.
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this project was conceived to look at student performance gains
due to practice tests, a few students who scored 100% either on
Test 1 or a particular question type set from Test 1 (for
question type analysis) were removed from the analysis where
they could not show any gain. Thus, the final sample size
contains students who have the possibility of gains in all three
categories: overall, algorithmic, and conceptual. Table 1 shows
the original and final sample sizes by four conditions.
The α-level for all analyses was set at 0.05, and all results

were depicted graphically with confidence intervals instead of
standard errors, as suggested by Cumming.21 First, we
examined the effect of testing mode on the overall gains. To
answer the first research question, a one-way analysis of
variance (ANOVA) was performed with conditions as the
independent variable and overall normalized gains as the
dependent variable. The results, F(3, 203) = 7.47, p = 0.0001,
η2 = 0.1, indicated a significant difference among the conditions
and a medium effect.31 Posthoc comparisons using the Tukey
HSD test indicated that student gain in the Paper−Paper
condition (M = 0.32, SD = 0.30) was significantly higher than
the gain in the Computer−Computer condition (M = 0.12, SD
= 0.29), the gain in the Computer−Paper condition (M = 0.27,
SD = 0.33) was significantly higher than the gain in the Paper−
Computer condition (M = 0.08, SD = 0.30), and the gain in the
Paper−Paper condition (M = 0.32, SD = 0.30) was significantly
higher than the gain in Paper−Computer (M = 0.08, SD =
0.30). The results are displayed in Figure 4.

To answer the second research question, two ANOVA
analyses were performed by grouping items as algorithmic and
conceptual and considering gain score differences in the four
previously defined conditions for each group. For the
algorithmic gain, results showed significance, F(3, 203) =
3.72, p = 0.01, and a small effect size (η2 = 0.05). The posthoc
comparisons showed that Paper−Paper gain (M = 0.31, SD =
0.42) was significantly higher than Paper−Computer gain (M =
0.06, SD = 0.42). The mean algorithmic gains are presented in
Figure 5.
Similar to algorithmic gain, analysis of conceptual gain

revealed a significant effect of the testing mode with a small
effect, F(3, 203) = 2.85, p = 0.04, η2 = 0.04, but the posthoc
Tukey test showed no significant differences among conditions
(p > 0.05) (see Figure 6). While the F test is significant, the
Tukey test may not always show significance, because it is a
conservative test that attempts to control the overall α-level.32

These results in our initial study suggest that although the effect
of testing mode was found to be significant at the overall level
with gains for both algorithmic and conceptual items, the

difference was small, effectively arguing that the testing mode
did not produce meaningful changes in gains. These 2013
results were intriguing, so a replication study with a new cohort
of general chemistry students was carried out in fall 2015.

■ STUDY 2

Methods

Prior to student recruitment, a total sample size was calculated
to determine how many students were needed to detect any
differences in gains among testing mode conditions. First, we
estimated the means of overall gain for different conditions
(Computer−Computer = 0.12; Computer−Paper = 0.27;
Paper−Computer = 0.08; and Paper−Paper = 0.32) and
error variance (i.e., 0.09) of Study 1. Using these estimates we
computed the required sample assuming 5% significance level
and 80% power in STATA 13.1.32 The required minimum
sample size was 108. Since dropout was anticipated (i.e., not all
participating students may complete the study successfully), the
required sample size was inflated from 108 to 122 or 31
participants per condition using the following formula: nd = n/
(1 − Rd)

2, where nd is the inflated estimated sample size, n is
the original estimated sample size, and Rd is the rate of
dropout33 that was calculated using Study 1 data (out of 221
students who participated, only 207 were included in the
analysis = 6% dropout rate).
A total of 250 new students were recruited from students

taking the same general chemistry course 4 semesters later than
those who participated in the initial study. However, 7 students
were not included in the analyses (3 students were under the
age of 18, 1 student forgot to charge their laptop and thus had
to switch the condition in the middle of the session, 1 student

Figure 4. Boxplots for overall gains by conditions for Fall 2013.

Figure 5. Boxplots for algorithmic item gains by conditions for Fall
2013.

Figure 6. Boxplots for conceptual item gains by conditions for Fall
2013.
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did not follow the instructions correctly, and 2 students left in
the middle of the session). Thus, the original sample size was
243. Next, 28 students were removed as they answered either
all test questions correctly, all algorithmic questions, or all
conceptual questions correctly on Test 1. Therefore, the final
sample size was 215 students (male = 35%, female = 59%, no
response = 6%; mean age = 18.6). None of these students
participated in Study 1, and the only benefit they received was
the additional opportunity to practice before the final exam. In
other words, students in the replication study did not receive an
access code to the online ACS practice exam in addition to the
preparations arising from the participation in the project.
Student sample size by condition is shown in Table 2. All

sessions took place 3−7 days before the course’s comprehen-
sive exam and were conducted in groups of 58−73 students.
The material, design, procedure, and scoring were the same as
in Study 1.
Results

Before analyses were conducted, ANOVA assumptions have
been verified. Levene’s test for homogeneity of variance
between conditions showed a nonsignificant result (i.e., p-
value = 0.26) and the histogram and Normal Q−Q Plot graphs
of gains appeared to show a normal distribution. By contrast to
Study 1, the results of overall normalized gains showed no
support for the testing mode (F(3, 211) = 2.05, p = 0.1077) as
illustrated in Figure 7.

Next, analyses were performed to identify gains for only the
algorithmic and conceptual item sets. For algorithmic gain, the
results revealed no significant difference among conditions F(3,
211) = 1.23, p = 0.3001 (Figure 8), while significance was
detected with gain of conceptual questions F(3, 211) = 3.67, p
= 0.01, η2 = 0.05 (Figure 9). The posthoc comparisons showed
that Paper−Paper gain (M = 0.48, SD = 0.60) was significantly
higher than Computer−Paper gain (M = 0.07, SD = 0.76).

■ DISCUSSION
Students face learning in computerized environments in many
contexts including chemistry. The first chemistry massive open
online course, or MOOC, was offered in 2012,34 and since
then, many chemistry education researchers have explored the
landscape of the online environment and its effect on student
learning.35−37 Even though technology offers unique oppor-
tunities to support assessment activities in science,38 little is
known regarding whether students taking online assessments in
general chemistry can produce similar test performance as
students who take the same test in traditional, paper-and-pencil
mode.
An interest in the relative impact of computer-based

assessment derives from well-known learning effects, such as
the testing effect.39 In this case, the investigations were carried
out in a low-stakes environment using a practice test
methodology. Because the students self-selected and were
practicing for an upcoming class exam, however, they were
likely to be sufficiently motivated to perform well on the
practice tests. Not surprisingly, performance gains were always
present when comparing Test 1 to Test 2. The results of Study
1 in 2013 showed the presence of testing mode effects,
indicating the benefit of taking the second test on paper
regardless of the testing mode of Test 1. The highest gains were
observed in Computer−Paper and Paper−Paper conditions,
and no significant difference was found between these two
conditions. This study suggested that although a combination
of online and paper testing can be attractive to both instructors
and students, the testing mode order, or which test mode
comes first, might be worth consideration in designing study
activities. The results showed a significant difference between
Paper−Computer and Computer−Paper conditions, suggesting

Table 2. Original and Final Sample Size Distribution among
Four Conditions of Study 2

Sample Size, N (%)

Condition Original Final

Computer−Computer 57 (23.5) 52 (24.2)
Computer−Paper 57 (23.5) 55 (25.6)
Paper−Computer 56 (23.0) 48 (22.3)
Paper−Paper 73 (30.0) 60 (27.9)
Total 243 (100) 215 (100)

Figure 7. Boxplots for overall gains by conditions for Fall 2015.

Figure 8. Boxplots for algorithmic item gains by conditions for Fall
2015.

Figure 9. Boxplots for conceptual gains by conditions for Fall 2015.
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that student test performance would be enhanced if students
take the first practice test online and the next one on paper.
Further analyses based on categorizing the question type
revealed that the testing mode differences were potentially
attributable to performance gains on conceptual questions.
Finally, it would be ideal to include student performance on the
final exam in this study, but all students in the class had a
variety of preparation tools available in addition to these
practice tests, so within the design parameters of the study, it is
not possible to make meaningful comparisons and attribute
them to a testing effect for participants.
Study 1 was replicated with 215 new general chemistry

students two years later (e.g., Study 2). Importantly while some
differences were detected among student performances in
Study 1 with a medium effect, no testing mode effect was found
in Study 2. The fact that the second study, in 2015, showed no
significant effects associated with testing mode, while the earlier
study detected the testing mode effect is worth further
investigation. Ultimately, there are a number of factors that
are likely to influence student performance differences such as
students’ prior knowledge. It is possible that students in one
study were better prepared for the tests than students in the
other study. To test this hypothesis, we compared the mean
performance on the initial test and found that students in Study
2 (M = 0.67) significantly outperformed students on Test 1 in
Study 1 (M = 0.59). Thus, this group appears to have been
better prepared. Because we used a convenience sample, it is
difficult to attribute this difference to any other external factor
such as instructors or content coverage of the two courses.
Nonetheless, prior research suggests that the effect of testing
may be moderated by students’ prior knowledge.39−41 Future
research could investigate further whether testing mode
differences are more predominant with students who are less
prepared versus students who are better prepared for general
chemistry tests.

■ LIMITATIONS
While this study is informative regarding the effect of testing
mode on student performance in general chemistry, it has some
limitations. First, the participants were self-selected students
who might be different from those students who chose to not
participate. The weight of the final exam on student grades in
the two years was similar, and both courses were using an ACS
exam, but there still could have been motivational differences
for students between the two courses. No information was
obtained about students who chose not to participate, so little
additional information can be gleaned about the relative
importance of the self-selection process for recruiting
participants. Second, data for some students were excluded
from the analyses as normalized gains could not be calculated
due to their perfect scores on the initial test. This was
particularly problematic when calculating performance gains for
items categorized as definition items. Because there were only
two definition questions, a high percentage of students (34% in
Study 1 and 65% in Study 2) answered both questions
correctly, so gain scores could not be defined for those
students. If student performance on definition style items is a
concern for chemistry instruction, a higher number of items
would be needed to study this type of question in subsequent
studies. Third, the material contained an unequal number of
questions in each question type category. Out of 24 questions,
there were 17 algorithmic, 5 conceptual, and 2 definition
questions. While this distribution of questions was a good

representation of the type of questions general chemistry
students typically see on their final exam, it complicates
investigations as to whether the testing mode equally affects all
chemistry question types or it is predominant for one type of
item more than others.
Finally, the time period between two practice tests was short.

Students took both tests on the same day with a 20 min time
interval. While a short delay between activities has been
previously used in experimental studies of memory42,43 and it
simplifies the study procedure (i.e., helps to keep the sample
size high by avoiding reduction in sample size as the result of
fewer students returning to the next session), a short delay
between two tests does not reflect the authentic classroom
setting well as students do not typically take back-to-back tests
that cover the same content. Thus, having students take the
tests on different days is a better strategy.44 Inserting an
additional time gap between learning activities (in this case a
practice exam) represents a more common teaching strategy
and, as shown by previous research, enhances long-term
learning more than back-to-back or massed learning.45−49

Known as the spacing effect, it represents the desirable
difficulty, or better condition of learning, for learners.50 The
more difficult the retrieval task, the more it benefits
learning.51,52 If the material is easily available and still accessible
in working memory, as is the case in massed learning, the
individual only needs to review this information. However,
when some time interval is inserted between the initial learning
and testing, some deactivation or forgetting occurs. Accord-
ingly, the person must regenerate the full retrieval process, and
thus, recall becomes more challenging.53 Because the spacing
process requires time to process new material, during which the
student rehearses and connects new material to knowledge
already stored in his or her long-term memory, spaced practice
works better than multiple learning sessions that take place one
after another. The experiments by Karpicke and Roediger48

showed that when participants recalled the material 2 days after
the study session, delaying the initial test increased the difficulty
of retrieval and, consequently, boosted student performance on
the final test. To study ways to maximize student learning,
future studies on the testing mode should extend the time
interval between the tests. That is, learning activities should be
separated by a period of at least 12 h that include a night
sleep.44 Such studies are more challenging to recruit student
participants, but would likely show effects that are unachievable
with the shorter-term experiments described here. The
literature on distributed practice clearly suggests that separating
learning activities by 1 day rather than conducting all learning
on the same day aids students to remember content for an
extended period of time.44,46,54

■ IMPLICATIONS
The results of our studies have interesting educational
implications for chemistry instructors. Frequent and distributed
tests represent an effective instructional method,55 and the
work presented here suggests that testing methods can be used
with either online or paper testing modes. Although university
instructors tend to adopt technology at a slow rate,56 this study
indicates that online practice tests, which may be easier to
administer and grade, can work as an instructional method.
Giving a practice test online and delivering the final exam on
paper represents a good alternative to assessing students’
knowledge with only the traditional paper-and-pencil mode.
Using the mix of online and paper modes would allow
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instructors and students to derive benefits of both modes
without compromising students’ test performance. For
instance, the online mode would permit instructors to
effortlessly document and store student test scores for future
content evaluation and comparison purposes, whereas it would
provide instant feedback to students,7 a feature that chemistry
students have mentioned as their top reason to prefer online to
paper mode.29 Giving the last test on paper would permit
chemistry students to take the test in what is commonly their
preferred testing mode and work things out on paper, another
common feature that was previously reported by chemistry
students.29
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