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Background

1. Artificial intelligence in counselling is being increasingly recognized for its 

ability to provide consistent, data-driven support, offering new avenues 

for enhancing the efficiency and accessibility of mental health services 
(Olawade et al., 2024).

2. Studies have shown that AI can enhance service delivery by improving 

access to care and offering timely interventions (Eltahawy et al., 2024; Olawade et 

al., 2024).

Anthropomorphism, where users attribute 

human-like characteristics to AI, has been 

observed to impact user engagement and 

trust positively (Alabed et al., 2022).

3.



1. There is a lack of 

comprehensive 

understanding of how 

anthropomorphism 

affects counsellors' 

trust and 

acceptance of AI 

technologies

2. The ethical 

readiness of 

counsellors to integrate 

AI into their practice 

has not been 

thoroughly examined

1. Understanding the psychological impacts of human-AI 

interaction can inform the design of AI technologies that 

align with the needs and expectations of counsellors, 

thereby enhancing their effectiveness and acceptance

2. Ensuring ethical readiness through comprehensive training 

and robust guidelines can prevent potential ethical 

breaches, fostering a safer and more trustworthy 

environment for both counsellors and clients

3. By promoting sustainable and socially responsible practices 

in virtual counselling, Malaysia can improve the overall 

quality of mental health services, contributing to the broader 

social justice and well-being goals outlined by the United 

Nations Sustainable Development Goals

Research gap: Significance:



Artificial intelligence (AI) in Counselling: The past and Present

AI-driven chatbots, such as Woebot, were effective in delivering cognitive-

behavioral therapy (CBT) to individuals with mild to moderate depression 

(Fitzpatrick et al., 2017).

ELIZA – One of the first chatterbots approximating a Rogerian therapist 
(Bassett, 2019; Weizenbaum, 1966).

The early 2000s marked the beginning of AI's application in mental health, with 
a focus on automated diagnostic tools and therapeutic interventions

• This period saw a growing interest in using AI to support mental health 
professionals by automating routine tasks and providing preliminary 
assessments (Weizenbaum, 1966)

In recent years, advancements in natural language processing (NLP) and 
machine learning have significantly enhanced AI's capabilities in counselling 



Three-factor theory of anthropomorphism (Epley et al., 2007)

People have a natural desire for social 

connections and relationships

People use what they know about 

humans to understand non-human things
Elicited agent knowledge

Effectance motivation

Anthropomorphism: The attribution of human characteristics to non-human entities

People want to make sense of how these 

non-human things behave

Sociality motivation



1. There is a need to address issues such as 

confidentiality, data security, and the potential 

biases in AI algorithms (Buchanan & Ess, 2009).

2. As generative AI becomes more integrated into 

counselling practices, it is essential to ensure 

transparency, accountability, and protecting 

client privacy (Ooi & Wilkinson, 2024).

3. The American Counselling Association (ACA) 

supported this by publishing guidelines and 

recommendations for practicing counsellors, 

clients, faculty, and students on using AI in their 

counselling practice (American Counselling 

Association, 2024).

1. Predictability, dependability, 

and faith influences trust in 

human-automation interactions 
(Lee & See, 2004).

2. Trust influences user acceptance 

and reliance on AI technologies 

(Lee & See, 2004).

3. Maintaining trust requires 

ensuring the reliability and 

transparency of AI systems, as 

users are likely to disengage if the 

AI provides inconsistent or 

inaccurate responses

Factors associated with the effectiveness of AI in counselling

Trust Ethical considerations



Methodology 

Hermeneutic phenomenology 

• The methodical study of lived experiences and their inherent meanings 
(Heidegger, 1962; Husserl, 1970). 

• As a research methodology, hermeneutic phenomenology reveals individuals’ 
experiences within their unique, everyday contexts (Gadamer, 1997; Heidegger, 1962). 

• It delves into ‘lived experience,’ an existing, pre-reflective awareness of life as it 
unfolds in every day, historically rooted contexts. This methodology involves 
describing and interpreting these lived experiences to uncover their meanings 
(van Manen, 1990).



Methodology 

Research questions:

The study aims to explore the lived experiences of professional counsellors engaged in virtual 
counselling. 

Through this exploration, the study seeks to answer the following key questions:

1. What are the lived experiences of counsellors engaged in virtual counselling?

2. How do these counsellors navigate the challenges and opportunities presented by virtual counselling?

3. How do counsellors perceive and manage the ethical implications of their practice in a virtual 
environment?

Procedure and sample:

This study employed a qualitative approach, conducting 
in-depth and focus group interviews with 14 Malaysian 
counsellors.



Perceptions of AI as a Human-Like Entity
• Counsellors often perceive AI technologies in human-like terms, a phenomenon known 

as anthropomorphism

• Counsellors frequently attributed human characteristics, such as intentions, emotions, 

and personalities, to AI tools used in their practice
• This perception seemed to make the interaction with AI more relatable and comfortable 

for the counsellors, allowing them to integrate these technologies into their workflows 

more naturally

Results & Discussion

"Sometimes, it feels like the AI understands my 

emotions just like a human would. It's almost comforting 

to think of it as a colleague rather than just a tool." 
(Participant 2)

"I tend to talk to the AI like it's a person 

when I need ideas. It makes the interaction 

feel more natural and less mechanical." 
(Participant 4)

However, the tendency to humanize AI may lead to unrealistic expectations about its 
emotional intelligence and the depth of its understanding



Results & Discussion
Trust and Reliability
• Counsellors rely heavily on AI systems to provide 

dependable support in their therapeutic practices, and 

when these systems perform consistently, they enhance 

trust and integration into daily workflows

• The study found that counsellors' trust in AI was closely 

linked to their experiences with its reliability and 

accuracy

• However, occasional inaccuracies, whether due to 

algorithmic errors, data biases, or contextual 

misunderstandings, can lead to skepticism and caution

• There is a risk that over-dependence on AI could 

diminish the role of human intuition and judgment in 

therapy

"I trust the AI to provide 

consistent responses, which is 

something even human 

counsellors can struggle with. 

This reliability is crucial in 

building my trust in using it.“
(Participant 11)

"While AI can be very helpful, I am 

always cautious. There have been 

instances where the AI's 

suggestions were not quite on 

point, and that makes me hesitant 

to rely on it completely.“
(Participant 6)



Results & Discussion

Impact on Therapeutic Relationships

• The integration of AI in counselling raised questions about its impact on 

therapeutic relationships

• Participants were divided, with some seeing AI as an enhancement to the 

counsellor-client relationship, while others feared it might detract from the 

human connection that is central to effective therapy

"AI can assist in tracking progress and providing 

reminders, which helps me focus more on the 

client during sessions. It enhances the therapeutic 

relationship by taking care of administrative tasks.“
(Participant 8)

"I'm worried that relying too much on AI could 

make the counselling process feel less personal. 

The human touch is essential in building trust 

and empathy with clients." 
(Participant 1)



Ethical Considerations and Implications of AI Integration in 

Counselling in the Malaysian Context

Impact on client autonomy

• In traditional therapy, the counsellor's role is to guide clients toward self-discovery and 

empowerment, allowing them to make informed decisions about their lives

•  However, when AI is introduced into the therapeutic process, there is a risk that clients may 

become overly reliant on AI-generated suggestions, potentially undermining their autonomy

• This is particularly concerning in Malaysia, where cultural norms may already incline individuals to 

defer to authority figures, including AI systems perceived as knowledgeable or authoritative

Implications:
Counsellors must maintain a balance between leveraging AI's capabilities and 

encouraging clients to make their own decisions



Ethical Considerations and Implications of AI Integration in 

Counselling in the Malaysian Context

Confidentiality 

• The use of AI in counselling raises significant concerns about data privacy and the 

security of sensitive client information

• In Malaysia, where data protection laws are still developing, the potential for data 

breaches or misuse of client information is a serious concern

Implications:
Counsellors must be aware of the risks associated with using AI technologies and 
ensure that robust data protection protocols are in place



Ethical Considerations and Implications of AI Integration in 

Counselling in the Malaysian Context

Bias in AI systems

• AI technologies are only as good as the data they are trained on, and if this data 

reflects existing biases, the AI system may perpetuate these biases in its 

recommendations or interactions

• This is particularly concerning in the Malaysian context, where cultural, racial, and 

religious diversity must be carefully navigated in counselling

• AI-generated suggestions that are culturally insensitive or irrelevant can 

potentially harm the clients

Implications:
Counsellors must be vigilant in assessing the cultural competence of AI tools and 
advocating for the development of AI systems that are trained on diverse and 

representative datasets



Ethical Considerations and Implications of AI Integration in 

Counselling in the Malaysian Context

Loss of "human element" in therapy 

• Counselling is inherently a human-centered practice, where the therapeutic 

relationship between counsellor and client plays a crucial role in the healing 

process

• The introduction of AI into this dynamic could disrupt this relationship, particularly if 

clients perceive the AI as more reliable or trustworthy than the human counsellor

As AI technologies continue to evolve, counsellors must remain vigilant in 
safeguarding client autonomy, ensuring confidentiality and privacy, 

addressing bias and fairness, preserving the human element in therapy, 

and maintaining professional competence and accountability. 



Conclusion
1. AI technologies can enhance counselling services by providing consistent, accessible, and 

personalized support, but key challenges related to trust, engagement, and ethical practice must 

be addressed

2. Human-like features in AI interfaces can enhance engagement and therapeutic alliance, but 

balancing anthropomorphism to avoid unrealistic expectations and potential ethical pitfalls is 

crucial 

3. In Malaysia, where face-to-face interactions and personal relationships are highly valued, 

counsellors must be mindful of maintaining empathy, compassion, and personal engagement, 

even as they incorporate AI tools into their practice

4. Counsellors must be adequately trained in the use of AI technologies and understand their ethical 

implications

5. In Malaysia, where legal and regulatory frameworks for AI use in counselling are still in their 

infancy, the issue of accountability when using AI in therapy must be addressed carefully
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